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Abstract— Network Function Virtualization (NFV) refers to 

the use of commodity hardware resources as the basic platform 

to perform specialized network functions as opposed to 

specialized hardware devices. Currently, NFV is mainly 

implemented based on general purpose processors, or general 

purpose network processors. In this paper we propose the use of 

FPGAs as an ideal platform for NFV that can be used to provide 

both the flexibility of virtualizations and the high performance of 

the specialized hardware. We present the early attempts of using 

FPGA’s dynamic reconfiguration in network processing 

applications to provide flexible network functions and we present 

the opportunities for an FPGA-based NFV platform.  

Keywords—network function virtualization (NFV); dynamic 

reconfiguration; network processing 

I.  Introduction 
Network and Telecom Operators are currently using 

several proprietary hardware appliances in order to meet the 
user’s and the application’s requirements. In order to deploy a 
new network service, they often need to acquire, configure and 
operate a new specialized hardware device that increases the 
cost, the power consumption and the complexity of the IT 
management. Furthermore, the specialized hardware-based 
appliances rapidly become obsolete, requiring much of the 
procure-design-integrate-deploy cycle to be repeated with 
little or no revenue benefit [1]. Moreover, as the lifecycle of 
the hardware becomes shorter as technology progress, the cost 
and the complexity of deploying these devices increases 
significantly.  

“Network Functions Virtualisation aims to address these 
problems by leveraging standard Information Technology (IT) 
virtualisation technology to consolidate many network 
equipment types onto industry standard high volume servers, 
switches and storage, which could be located in Datacentres, 
Network Nodes and in the end user premises” [1].  

The main benefits of using standard IT virtualisation 
technology to perform several network functions are the 
followings: 

 Reduced equipment cost, by using commodity 
hardware resources instead of specialized hardware 
devices 

 Decreased Time-to-Market by reducing the typical 
network operator cycle of acquiring-deploying-
configuring-maintaining the specialized network 
hardware devices 

 Higher flexibility by seamlessly upgrading the 
commodity hardware resources using updated 
software versions (often by 3

rd
 parties) 

 Higher flexibility and scalability depending on the 
applications requirements by using commodity 
hardware resources to scale up/down the required 
functions.  

 Enables a wide variety of eco-systems and encourages 
openness. It opens the virtual appliance market to 
software entrants, Small and Medium Enterprises 
(SME) and academia, encouraging more innovation to 
bring new services streams quickly at much lower risk 

However NFV in order to be feasible and can be deployed 
widely there are several challenges that need to be addressed: 

 Achieving high performance virtualized network 
appliances in order to sustain the high data volume 
and the high processing complexity of the network 
functions 

 Managing and orchestrating many virtual network 
appliances (particularly alongside legacy management 
systems) while ensuring security from attack and 
misconfiguration. 

 Network Functions Virtualisation will only scale if all 
of the functions can be automated. 

 Ensuring the appropriate level of resilience to 
hardware and software failures. 

 Integrating multiple virtual appliances from different 
vendors. Network operators need to be able to “mix & 
match” hardware from different vendors, hypervisors 
from different vendors and virtual appliances from 
different vendors without incurring significant 
integration costs.  

However, the most critical factor for the feasibility and the 
wide adoption of NFV is the ability to provide high 



performance packet processing and at the same time to 
provide high energy efficiency.  

Taking all these in account, in this paper, we propose the 
use of FPGA-based Network Function Virtualization devices 
as an ideal platform that can provide both the flexibility of the 
virtualization and the high performance of the specialized 
hardware components.  

In Section II we present in more detail the requirements 
and the architecture of NFV. In Section III we present the 
early attempts in the research literature to use FPGAs for 
network processing that can be easily reconfigured to meet 
new processing requirements. In Section IV we present our 
view on FPGA-based NFV devices as an ideal platform that 
can meet the requirement of NFV while at the same time it can 
support the high throughput requirements of future network 
traffic. Finally, in Section V we conclude on the proposed 
scheme and the future of FPGA-based NFV. 

II. Network Function 
Virtualization 

Network Functions Virtualisation (NFV) aims to transform 
the way that network operators architect networks by utilizing 
standard IT virtualisation technology to consolidate many 
network equipment types onto industry standard high volume 
servers, switches and storage, which could be located in 
Datacentres and Network Nodes as illustrated in Figure 1. 
Specifically, it involves the implementation of network 
functions as software functions that can be hosted to a range of 
industry standard computing resources (i.e. commodity 
servers), and that can be moved to various locations in the 
network as required, without the need for installation of new 
equipment. 

NFV aims to reduce the time to establish a new network 
service by just uploading the network functions of the service 
to the commodity hardware resources instead of purchasing 
new specialized hardware equipment. That way, network 
operators can very fast deploy new network services. Potential 
examples of NFV implementations could be:  

 Switching elements: BNG, CG-NAT, routers. 

 Tunnelling gateway elements: IPSec/SSL VPN 
gateways. 

 Traffic analysis: DPI, QoE measurement. 

 Service Assurance, SLA monitoring, Test and 
Diagnostics. 

 Converged and network-wide functions: AAA servers, 
policy control and charging platforms. 

 Application-level optimization: CDNs, Cache Servers, 
Load Balancers, Application Accelerators. 

 Security functions: Firewalls, virus scanners, intrusion 
detection systems, spam protection. 

However, the main weakness of this approach is the low 
throughput that the software-based network functions provide. 

The use of standard hardware resources (i.e. servers, switches) 
can reduce the overall cost, the time to market and also 
increase the flexibility; however the main problem is the 
latency and the throughput that the standard hardware can 
provide.  

With the expected growth of the Internet and data center 
traffic in the next years, the main target of the system vendors 
is more powerful network devices that can sustain the 
increased traffic. Therefore, although that NFV based on 
standard hardware can provide the flexibility that is required 
by the telecom operators, in most of the cases it cannot sustain 
the high throughput requirements.  
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Figure 1. Network Function Virtualization 
 

III. Dynamic Reconfiguration and 
Network Processing 

Programmable chips based on reconfigurable logic 
(FPGAs) have traditionally been used widely in the domain of 
network processing, both in the domain of wired and wireless 
communications. FPGAs can provide rapid prototyping to 
meet the Time-to-Market constraints and at the same time they 
can provide high throughput due to the customized hardware. 
Therefore, it has been shown that FPGAs can be utilized in the 
several cases of network processing applications. Table 1 
shows some of the typical network processing applications 
that FPGAs have been used to speed up the processing of the 
network packets. 

FPGAs can be programmed both statically and 
dynamically. Static reconfiguration means that the whole 
FPGA is stopped and configured with a new configuration file 
(bitstream). However, in most of the industrial network 
applications the FPGAs were mainly configured at design time 



(static configuration), and when a new upgrade was available 
for the specific application.  

Table 1 FPGA implementations in network applications 

Application Reference 

Firewall [3] 

Intrusion Detection  [4][5][6] 

Content-based switching [7] 

Packet Parsing [8] 

IP Lookup [9][10] 

Deep packet inspection [11][12] 

Worm/Virus [13] 

 

On the other hand, dynamic (partial) reconfiguration refers 
to the option to configure part of the FPGA, while the rest of 
the FPGA is operating without any disruption. In the past there 
were several research efforts to utilize the dynamic 
reconfiguration of the FPGA in order to design reconfigurable 
systems that can adapt to the processing requirements.  

In [14] and [15], a novel reconfigurable network 
processing has been presented that can dynamically change 
the number and the type of hardware accelerator units in order 
to meet the network traffic fluctuations. Specifically, the 
network processing platform can dynamically reconfigure the 
number of compressions, and encryption hardware 
acceleration units to meet the processing requirements of the 
network traffic. Furthermore, the proposed platform can 
change the number of hardware acceleration units that are 
based tightly coupled and loose coupled (through a bus) to the 
processor based on the average size of the network packets. 
The proposed reconfigurable platform could be used for 
example in an edge router where the number of flows that 
needs encryption (i.e. VPN connection) and compression (i.e. 
wireless connections) change dynamically over time.  

The utilization of FPGA for network processing 
application has been also proposed by Lockwood et al. in [16]. 
The proposed platform allows reprogrammable hardware 
modules to by dynamically installed into a router or firewall 
through the use of full or partial reprogramming of an FPGA. 
The applications that have been developed for this platform 
include Internet packet routing, data queuing and application 
level content modification. These notions have been also 
implemented in the NetFPGA platform that allows the design 
and development of network processing devices based on an 
FPGA-base open platform [17].  

In [18], a reconfigurable network co-processor platform 
was presented called DynaCore. In that paper an FPGA-based 
platform was presented that could accommodate hardware 
accelerator units. The platform included a dispatcher that was 
used to forward the incoming packets to the hardware 
acceleration units. The system was consisted only of hardware 
acceleration units without presenting a connection of the 
hardware units with the general-purpose processing elements 
used for the remaining header processing. 

In [19], a reconfigurable platform was introduced targeting 
mainly active networks. This system consists of software and 
hardware parts. The software part was a set of kernel and user 
space modules running on a Linux PC. The hardware part was 
consisting of an FPGA device that was used to load the 
required processing modules. When a packet was received, it 
was checked whether it was a passive or an active packet. For 
active packets, the system checks whether the required 
hardware for this application is already present in the device. 
Otherwise, it can request the bitstream for the specific active 
packet. When a new bitstream is received for an active packet, 
the bitstream is authenticated, decrypted and checked for 
integrity and then is used for the configuration of the device. 

In [20], the design and analysis of a network processor 
using accelerators in reconfigurable logic was presented. In 
that paper, two different approaches were presented. In the 
first case, each task is mapped to a general-purpose 
accelerator. In the second case, different accelerators are used 
for different tasks that can be dynamically reconfigured on the 
device. The paper showed that the use of reconfigurable 
modules can improve the execution time by about 20 times. 
The system has been evaluated in three applications: tree-
lookup, pattern matching, and network intrusion detection. 

IV. FPGA-based Network Function 
Virtualization 

In order to ease the rapid development of network 
applications using the flexibility of the software, several chip 
vendors have proposed programmable platforms that are based 
on specialized network processors.  

EZchip Technologies, provider of one of the highest-
performance packet forwarding engines is currently shifting 
from its traditional data plane (NP) family to the new NPS, 
which turns to a multithreaded CPU running Linux and  
programmed in C [21]. 

Marvell offers two all-inclusive data plane software suites 
for its Xelerated processor [22]. Both the Metro Ethernet 
Application and the Unified Fiber Access Application consist 
of an application package running on the NPU, and a control-
plane API running on host CPU. The latter API is based on a 
hardware adaptation layer that includes boot scripts, 
configuration modules, and predefined messages to access the 
forwarding plane from control plane. This may represent an 
easy way for an OEM customer to bring a product to market, 
but modifications are only made through Marvell-supplied 
source code – the processor itself uses assembly code. 

Cavium has opted for a more generic Software 
Development Kit for its Octeon family [23]. The SDK 
includes a Gnu toolchain, simulator, Cavium’s own ViewZilla 
for graphical analysis, and a regular-expression pattern 
compiler for deep packet analysis. Vertical software toolkits 
provide C-based routines for SSL, TCP, IPsec, and similar 
common Layer 3-5 functions. A general-purpose control plane 
CPU with some datapath elements can be highly flexible, but 
is far from optimal for packet processing.  



Recently, Xilinx has released the SDNet approach [24]. 
According to Xilinx, SDNet allows for the creation of ‘Softly’ 
Defined Networks. ‘Softly’ Defined Networks supports 
Software Defined Networking (SDN) functionality while also 
allow differentiation through software programmable data 
plane hardware. The programmable hardware can dynamically 
collaborates with control plane SW while addressing the 
performance, flexibility, and security challenges of modern 
content-oriented networking. 

Although that SDNet is mainly proposed for Software 
Defined Networking, a similar approach could also be used for 
the utilization of FPGAs in Network Function Virtualization 
(NFV). The FPGAs could be used as the main programmable 
platform for the realization of NFV by configuring the FPGA 
with the required hardware accelerators. For example, in the 
case of Deep Packet Inspection (DPI) or Firewall applications, 
the FPGA could be configured to host pattern string matching 
accelerators; In the case of Load Balancing units it could 
configured with the right load balancing accelerators, etc.  

By using FPGAs as the main hardware, NFV could 
achieve the flexibility and the fast deployment of the software-
solutions and the high throughput of the specialized hardware 
devices. A possible framework for the efficient deployment of 
FPGA-based NFV is depicted in Figure 2.  

As shown in this figure, the FPGAs could be configured 
with the hardware components that are required for the 
specific application from a pool (library) of 3

rd
 party hardware 

components. One of the advantages of the proposed scheme is 
that it will allow the fostering of a new ecosystem in the 
domain of network devices including FPGA vendors, IP block 
vendors, and system integrators. By exposing the underlying 
hardware to the user s (i.e. IP vendors), there is the advantage 
of higher flexibility, higher competiveness and higher forms of 
innovation. Furthermore, an FPGA-based NFV platform could 
host hardware accelerators from different vendors. For 
example, as shown in the figure, the Encryption and the 
Compression modules could be provided by Vendor A while 
the content-based switching module could be provided by 
Vendor B. In order to facilitate the inter-operability of the 
hardware components from different vendors, a standard 
interface between the modules could be defined (NFV-IF in 
the figure). For example, the communication between the 
hardware accelerators could be based on System Packet 
Interface (SPI) 4.2 [26] or any other kind of standard interface 
for the efficient exchange of packets between the hardware 
modules. On the other hand, a standard common interface 
could be used for the configuration of the 3

rd
 party hardware 

modules from the NFV controller. The NFV controller can be 
used to load the components from the library, program the 
PFGA and then configure the modules based on the 
application’s requirements through the NFV-Configuration 
Interface (NFV-Config-IF).  

The proposed scheme could be utilized complementary to 
the notion of the SDN/OpenFlow [25]. While SDN is mainly 
focused on the programmability of the control plane, NFV is 
mainly focused on the programmability of the data plane. 
Therefore, the proposed FPGA-based NFV devices could be 
used by the seamlessly co-existence of the SDN for the control 

plane and the NFV for the programmable data plane driving 
towards a fully programmable network devices. 

As a possible reference example we describe the operation 
of an edge router implemented using the FPGA-based NFV 
platform. Edge routers are routers that provide authenticated 
access to faster, more efficient backbone and core networks. 
Edge routers need to support multi-service functions to 
manage different types of network traffic. For example, they 
may need to support encryption of the traffic or packet 
compression. Using the FPGA-based NFV framework, the 
NFV controller could load from the 3

rd
 party library the 

required modules to support network encryption and network 
compression. Due to traffic fluctuations, if the number of 
network flows that need encryption increases and the number 
of flows that need compression reduces, then the NFV-
controller could program the FPGA with additional modules 
for encryption (or with more efficient modules for encryption 
that allocate more area). That way, the FPGA-based NFV 
could adapt its resources based on the network traffic 
fluctuations.  
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Figure 2. FPGA-based NFV 
 

However, the use of FPGA could be justified only in cases 
that the network operator is willing to sacrifice the high 
performance of the dedicated hardware components (i.e. based 
on ASIC) with the lower cost and flexibility that the FPGA-
based NFV could provide. Figure 3 shows where FPGA-based 
NFV device could be located depending on the application’s 
requirements and the network operator’s requirements, 



respectively. In applications where the network operators are 
mostly interested about the flexibility, the low cost and the fast 
deployment of the services, the GPP-NFV platforms could be 
used. In applications where the most important factor is the 
performance (i.e. high throughput in core networks) and the 
low power consumption, the current application-specific 
devices will still be used. However, in applications where we 
need both a high degree of flexibility and also a high degree of 
performance, FPGA-based NFV platform could be used as a 
promising platform. 
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Figure 3. Design Space Exploration of NFV solutions 

V. Conclusions 
In this paper, we introduce an alternative way to 

implement NFV to target the future requirement of the 
network operators based on FPGAs. FPGA-based NFV can 
provide the flexibility of the NFV based on general purpose 
processors (GPP’s) while at the same time providing the 
necessary throughput that the GPP cannot sustain.  

The proposed scheme could be used to foster further 
innovation in the domain of hardware IP ecosystem. FPGA-
based NFV could be used to expose the hardware resources of 
the network devices to the IP vendors, in the same way that 
SDN/OpenFlow has been used to expose the resources of the 
routers to the control plane users. By efficiently combining the 
SDN and the NFV in the FPGA platform we can achieve the 
design of all programmable network devices fostering the 
innovation to a new ecosystem for IP vendors in network 
applications.  
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